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0Abstract
Background. Expertise is an essential component of medical image perception

tasks such as skin cancer screening. Previous studies have identified variations

in medical image perception performance focusing on clinician-level measures

of accuracy, sensitivity, or other diagnostic performance metrics to characterize

expertise and analyze observer biases, for example concluding uneven diagnostic

performance between clinicians.

Aim. In this study, we conducted analyses combining computer vision and hu-

man diagnostic data relying on skin lesion images to measure individual differences

at the diagnosis-level, investigating clinician idiosyncratic biases, i.e., consistent

diagnostic error patterns characteristic of an individual.

Methods. Our analysis relied on image categories formed via a deep learning

encoding method novel to the study of diagnostic performance. To measure indi-

vidual differences, we compared intra- and inter-participant diagnostic correlations

over distinct image groups and analyzed the relationships between idiosyncratic

biases, expertise and diagnostic ambiguity.

Findings. First, both visual and quantitative results indicated significant individ-

ual differences in skin cancer diagnostic performance. Additionally, visualization

revealed more details about participants’ individual differences in fine-grain image

clusters. When comparing the responses of experts and amateurs, we found that not

only, both amateurs and experts presented idiosyncratic biases, but also that experts

displayed a significantly greater effect than amateurs in contentious diagnostic

settings.

Conclusion. Our results suggest a potential systematic cause of diagnostic

errors, deepening our understanding of the mechanisms underlying expertise, and

we identify potential solutions to improve skin cancer screening capabilities.
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1 Introduction

1.1 Background
Underlying clinicians’ diagnostic and treatment decisions, medical images hold

an essential position. The diagnostic process involves two fundamental steps:

visually examining the image and rendering an interpretation. Unfortunately, the

occurrence of errors in interpreting medical images is not negligible. Such errors

can have significant impacts on patients’ lives, emphasizing the importance of

studying how medical professionals interact with image information during the

interpretation process. By gaining a better understanding of this process, we can

devise strategies to enhance decision-making and ultimately improve patient care.

Interpreting medical images is necessary for they are not self-explanatory. Medi-

cal images present substantial variability, even within the same examination type.

Anatomical structures can obscure crucial clinical features, like a lung tumor par-

tially concealed by a rib or hidden behind the heart. Moreover, lesions with very

low prevalence affects the decision-making process. For instance, in skin cancer

screening, there might be only one cancer detected for every 1,000 cases examined

[Eis+14]. Consequently, each case presents notable differences, encompassing a

range of abnormalities and normal characteristics that the interpreter must consider

attentively.

The intricacies involved can result in interpretation errors, and clinicians are not

exempt from making mistakes [Ber05; Ber07; Ber09]. In radiology alone, estimates

suggest that certain areas might have up to a 30% miss rate and an equally high false

positive rate. Errors can arise in identifying abnormalities, such as determining

whether a skin lesion is benign or malignant, or discerning between pneumonia

and an alveolar collapse. Undeniably, such errors can significantly impact patient

care, leading to delays or fatal misdiagnoses.

A major area of research focus revolves around understanding the contribution

of human perception’s inherent limitations to these errors, though it remains not

very well understood. Image perception likely stands as the most prominent yet

underrated source of error in diagnostic imaging. The frequency of image reading

errors in malpractice litigation is just one example of this lack of awareness.

Expertise in medical image perception related stimuli and tasks is understood to

be critical. As one may expect, expertise largely determines whether clinicians can
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Chapter 1 Introduction

perform well in clinical diagnostic tasks [Kru10; Kun06; SK18]. However, studies

have repeatedly demonstrated that different clinicians can vary significantly in their

diagnostic performance [BLS96; Elm+02; Elm+09; Elm+94; EWH98; Fel+95; Laz+06;

Tan+06]. For example, a study on the prenatal detection of malformations using ul-

trasound images demonstrated that the sensitivity ranged from 27.5% to 96% among

different medical institutes [Sal+08]. Similarly, skin cancer screening sensitivity

can vary greatly between clinicians, particularly due to the range of professions

performing screenings [KLP89]. It is of crucial importance to understand what

accounts for these individual variations of performance, and subsequently update

the specific training or selecting criteria to better improve clinicians’ diagnostic

accuracy.

One characteristic of clinicians’ expertise in medical image perception, which

has been intensively studied in the past, is the visual sensitivity of clinicians [Bir15;

Cor11; Lan+15; SDG17; SDG18; Smo+84]. Visual sensitivity, or visual discrim-

inability, here refers to the clinicians’ visuospatial and object recognition skills,

which contribute to the individual variations in diagnostic performance. Sensitivity

differences could originate from genetic variations that affect basic visual percep-

tual abilities of human observers [Wan+18; Wil+10; Zhu+10; Zhu+21], as well as

variability in clinician experience and training [Ber+02; EWH98; Lin+92; Man+06;

Mol+08; Ros+16].

1.2 Related work
Another under-explored and non-exclusive reason accounting for perception vari-

ability are visual biases of individual clinicians. In the past decade, accumulating

research has revealed that untrained observers can have many visual biases [FW14;

OPG18; Tip85] and these biases can vary strongly from individual to individ-

ual [Cre+20; Cre+21; CW20; Grz+17; KR11; Sch14; Wan+12a; Wan+22; WDM15;

Wil+10; Wil17; WMW20]. These idiosyncratic biases exist at every level of human

visual perception, from the lowest level such as localization, motion, and color

perception [Eme+19; Kan+18; KW17; Sch14; WDM15; WMW20], to higher-level

objects [Cre+20; Cre+21; CW20; Ric+19; Wil+10]. For instance, despite extensive ex-

posure to faces, human observers vary drastically in their face recognition abilities

[BHB16; DN06; RCN12; RDN09; Wan+12a].

Some recent studies started to throw light on this topic and revealed that clinicians

too, as human observers, have their own visual biases towards medical images

[Man+21; Ren+23], which could serve as a non-exclusive, alternative origin for

the substantial individual differences in diagnostic performance. For example,
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Aim and objectives Section 1.3

clinicians may be subject to so-called serial dependency, due to which an image

assessment is influenced by directly preceding images. Manassi et al. showed that

form recognition of artificially generated tumors were biased towards previously

observed tumors.

However, the precise relationship between individual visual biases and diagnostic

performance remains unanswered in the existing literature, and the association

between biases and expertise raises intriguing questions.

Intuitively, we would expect biases to diminish or even disappear among experts.

This notion aligns with numerous studies suggesting that training has the capacity

to reduce visual biases and improve visual perception [DL17; Gam+23; Hai+06;

HBJ11; Her+06; NGL16; VO85]. Yet, a recent study hinted at the opposite on

non-diagnostic tasks, noticing that radiologists were subject to stronger individual

biases than untrained observers when participants were asked to recognize and

match artificially generated tumors [Wan+22]. While Wang et al. studied form

recognition, it is still unclear whether diagnostic performance in medical experts

can be directly linked to perceptual biases, and further research is needed to explore

and shed light on this aspect.

1.3 Aim and objectives
We analyzed a large dataset of dermatological judgments collected through a digital

medical training application containing 758, 139 melanoma diagnoses from 1, 173

medical trainees, relying on 7, 818 quality-controlled dermoscopic images of skin

lesions.

Skin cancer is the most prevalent type of cancer and melanoma, specifically, is

responsible for 75% of skin cancer deaths, despite being the least common skin

cancer. In 2023, it is estimated that 97,610 individuals in the United States will be

diagnosed with invasive melanoma and 89,070 will be diagnosed with melanoma

in situ [Cok+05]. Approximately 7,990 individuals will die of melanoma in the US

during 2023. Visual inspection is usually the first of a series of ‘tests’ to diagnose

melanoma. Not recognizing amelanomawhen it is present delays surgery to remove

it, risking cancer spreading to other organs in the body and possibly death [Din+96].

Therefore, the understanding of perceptual errors in skin cancer screening cannot

be understated.

Accordingly, we studied clinician idiosyncratic biases when diagnosing skin

cancer images and investigate the relationship between visual biases and expertise.

In the context of our study, idiosyncratic biases refer to systematic diagnostic errors

characteristic to an individual, that is, error patterns not reflected by the majority.
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Chapter 1 Introduction

Dermatological judgments are ideal for addressing a possible association between

expertise and perceptual biases because images of skin lesions are naturally limited

to two-dimensions (non-volumetric) within the visual modality, and such images

are available at a large scale. To isolate the nature of potential idiosyncratic biases,

we characterized the individual stimulus-level effects using a deep computer vision

model. This novel approach leverages deep learning to incorporate image content

information in our analysis and break down clinicians’ biases based on image

semantic information.

It is likely that medical images vary in their ambiguity, and thus vary in diffi-

culty and uncertainty [Son+15]. Because visual biases can be exaggerated when

uncertainty increases [FW14; KW17], it is conceivable that idiosyncratic biases

manifest under more difficult circumstances. We employed a novel image cluster-

ing technique to perform content-based image analysis and further investigated

whether individual differences in diagnostic biases remains homogeneous across

different types of lesion images.

Precisely, we aim to answer the following research questions:

• Do medical professionals present diagnostic idiosyncratic biases when as-

sessing skin lesion images?

• Can expertise mitigate these individual biases?

• How do idiosyncratic biases vary in context of diagnostic uncertainty? Will

participants show magnified biases, or will they make similar mistakes?

• Does expertise play a role in bias magnitude when assessing contentious

images?
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2 Methods

2.1 Datasets and participants

The data used in this research is composed of two main datasets: the skin lesion

image dataset and the skin lesion diagnosis dataset.

The image dataset comprises 7, 818 pigmented skin lesion images along with

participant melanoma diagnoses. The pigmented skin lesion images originate from

the International Skin Imaging Collaboration (ISIC) Archive [Cod+18; Com+19;

TRK18] which is the largest publicly available collection of quality-controlled

dermoscopic images of skin lesions. This set of images contains two types of lesion,

nevus and melanoma, indicating benign and malignant cases respectively. The

skin lesion images are dermoscopy images (i.e. collected via a dermatoscope) that

underwent manual correction of color hue, luminance, and alignment and were

collected by different devices using polarized and non-polarized dermatoscopy.

Samples of skin cancer image stimuli are shown in Fig. 2.1.

Skin lesion diagnoses were collected through DiagnosUs, an app developed by

Centaur Labs, a US medical Artificial Intelligence (AI) company based in Boston,

MA. The diagnosis dataset contains skin lesion image ID references to the image

dataset, participant anonymous IDs, diagnoses submitted by participants, and

response times. The diagnosis dataset contained 758, 139 diagnoses from 1, 173

participants. Among all diagnoses, there were 434, 089 benign lesions (57.3%), i.e.,

"nevus", and 324050 malignant lesions (42.7%), i.e., "melanoma". The 25th, 50th, and

75th percentiles of the number of diagnoses per participant were respectively 48,

136, and 403. Yet, the maximum number of diagnoses per participant was 33, 786.

Despite the relatively large number of participants, these statistics illustrate how

only a minority of participants produced enough diagnoses to be reliably studied.

The participants were mostly composed of medical students, with some medical

residents. Individual subject information such as age or sex is not known. All

participants have normal or corrected-to-normal vision, and users must be located

in the U.S. in order to use the app. Users receive earnings from a predefined money

pool (around 50 USD) for each task they complete.
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Chapter 2 Methods

Figure 2.1: Examples of skin lesion images presented to participants

2.2 Task
After downloading the DiagnosUs app and giving consent to have Centaur Labs use

the data they provide through app usage, users can choose between different tasks.

For the dermatological classification task that was investigated in this study, users

first completed a training session of 10 trials with 10 separate stimuli. This training

explained the procedure of the task and prepared users for the actual diagnostic

task. In each trial, a random skin lesion was drawn from the image dataset and

presented to the participant. Below each image, participants were prompted to

choose one of two possible responses, “benign” or “malignant”. No time limitation

was enforced. Immediate feedback was provided after every trial to inform users

if their response was correct or incorrect. Afterward, users voluntarily moved on

to the next trial at their own pace. Users were told they could end the task at any

time.

Note that images being selected randomly, participants did not diagnose the

exact same sets of images. This is a key challenge for our analysis, as we can not

rely on a common set of images diagnosed by every participant.

2.3 Image embeddings

Computer vision model
In order to perform an image content-based analysis, we leveraged a deep computer

vision model to learn new representations, also called embeddings, of the skin lesion

images. Intuitively, we extracted deep learning embeddings to create a measure of
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semantic similarity between images. Two images may be completely different at the

pixel level and yet represent the same melanoma, for example with a shift of camera

or with different lighting. Embeddings may also capture a degree of malignancy;

even though images have binary labels, there is a physiological continuum between

benign and malignant skin lesions. Embedding semantic properties are empirically

explored in Section 3.1.

To learn image embeddings, which in practice are vectors of numbers, we relied

on a deep learning classifier’s last hidden layer. Deep computer vision classifiers

extract image information throughout successive hidden layers, information that is

then used for classification at the output layer. Thus, the state of the last hidden

layer contains all the information necessary for the classification layer to predict

the malignancy of an image [LBH15]. By using a deep learning model’s internal

representations, we expected image embeddings to capture semantic information

such as a measure of malignancy necessary for a successful classification [BCV13].

As a result of this representation learning process, conceptually similar images

according to the deep learning classifier can produce embeddings that are spatially

adjacent.

We relied on a automated melanoma classification challenge organized by the

SIIM-ISIC [Rot+21], a collaboration between the Society for Imaging Informatics

in Medicine (SIIM) and the ISIC, aiming to improve and automate the diagnosis of

melanoma. The image dataset used to train machine learning models within this

competition was the same as our image dataset used to collect human diagnoses.

That is, participants of the automated classification challenge trained their models

on the same dataset we used to collect human diagnoses.

We leveraged the winning model of the competition [HLL20], reaching 0.95 of

AUROC (area under the receiver-operator curve) on the challenge leaderboard.

Similarly to other models on the leaderboard, it virtually perfectly classified all

skin lesions. This deep learning model is an ensemble of sub-models with slightly

different architectures, each trained to classify benign and malignant images. The

final malignancy labels are computed by averaging the probability predictions

of each sub-model. In order to preserve the model’s representational power, i.e.

potential information captured by image embeddings, we only used one sub-model

(which was the best-performing). Alternatives such as aggregating all sub-model’s

embeddings do not guarantee the preservation of semantic information in the final

image embeddings. Indeed, each sub-model may capture different information in

the image embeddings, and aggregating may simply negate or cancel them out.

Imagine one dimensional embeddings measuring image malignancy. While one

sub-model may assign positive values to nevus, another may predict nevus through
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negative values. Thus, averaging embeddings from different sub-models may result

in a degradation of information.

Unsurprisingly, the model is a variant of convolutional neural networks (CNN).

Briefly, the basic components of CNNs consists of three types of layers, namely

convolutional, pooling, and fully-connected layers, represented in Fig. 2.2. The

convolutional layer aims to learn feature representations of the inputs [Gu+18]. The

pooling layer aims to achieve translation-invariance by reducing the resolution of

the so-called ’featuremaps’ resulting from previous layers. Asmentioned previously,

two images different at the pixel-level may show the same skin lesion with a simple

shift of camera. Pooling layers allow extracting similar internal representations

between identical yet translated images (robust to translation). The typical pooling

operations are average and max pooling, and pooling layers are usually placed

between two convolutional layers [Wan+12b].

After several convolutional and pooling layers, there may be one or more fully-

connected layers which aim to perform high-level reasoning [Hin+12; SZ14; ZF14].

They take all neurons in the previous layer and connect them to every single

neuron of the current layer to generate global semantic information. As a matter

of fact, the model used in this study only contained one fully-connected layer, and

it is the state of this layer (numerical values of neurons) that we used as image

embedding. Thus, the size of our image embeddings are defined by the size of the

fully-connected layer (number of neurons), which was in fact 2048. The last layer of

CNNs is an output layer. For classification tasks as in the present case, the softmax

operator is commonly used [Den+09]. The classification layer is used to train and

evaluate the model, and classify new images but was discarded when extracting

image embeddings.

More specifically, the CNN used in this study belongs to the EfficientNet family

of models [TL19]. EfficientNets are models whose dimensions are defined through

a precise scaling method. Tan et al. show that better performance can be reached

more efficiently by scaling the network’s width (number of feature maps), depth

(number of layers) and resolution (height and width of the feature maps) uniformly

through a single compound coefficient.

Human participants and deep learning model respectively diagnosed and classi-

fied images from the same dataset, yet it is important to note that the deep learning

model has been trained solely on skin lesion images and their associated gold

standard diagnoses. That is, the model has been trained entirely independently

of human diagnosis. Therefore, resulting image embeddings are obtained inde-

pendently of human diagnosis, and more importantly, independently of human

diagnostic performance.
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Image embeddings Section 2.3

Figure 2.2: An example architecture of a convolutional neural network [Gu+18; LLH20].

Convolutional layers and pooling layers alternate before one or multiple fully-connected

layers. Only one layer is depicted in this figure. We can see the number of feature maps

increasing and the feature map resolution (height and width) decreasing throughout the

pooling layers. The output layer predicts probabilities for the alternative categories, for

example benign or malignant. Our model only had one fully-connected layer and has

been trained to recognize 9 categories of skin lesions, such as nevus (benign), melanoma

(malignant) or seborrheic keratosis (benign), which were then translated into benign or

malignant labels.

Dimensionality reduction

Once image embeddings extracted, we leverage the dimensionality reduction tech-

nique t-SNE to map high-dimensional embeddings into a more convenient 2-D

space while preserving as much structural information as possible.

Dimensionality reduction serves multiple purposes: it decreases noisy and re-

dundant embedding information, it alleviates the curse of dimensionality occurring

when measuring distances in a high-dimensional space [SG17] and allows us to

visualize the embeddings [VPV+09].

t-SNE is capable of capturing much of the local structure of the high-dimensional

data very well, while also revealing global structure, such as the presence of clusters

at several scales [VPV+09]. We were interested in visualizing the relative location

of embeddings and identifying potential clusters and patterns of images. Hence,

why t-SNE is relevant to understanding the information captured through image

embeddings.

To do so, pairwise distances between embeddings are modeled through two

probability distributions: one represents embedding similarities in the initial high-

dimensional space (domain of the function) and the other in a low-dimensional

space (codomain). t-SNE then learns a mapping from high to low dimensions

by minimizing the mismatch between the two distributions (using the Kullback-
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Leibler divergence). In other words, t-SNE optimizes the mapping such that relative

distances in low-dimensional are as faithful as possible to the high-dimensional ones,

aiming to preserve local and global spacial structures. From now on, "embeddings"

refer to image representations in the two-dimensional space.

We parameterized the t-SNE with 2 components (dimensions), a perplexity of 30,

1000 iterations and the Euclidean distance metric.

Clustering

In order to measure participants’ idiosyncrasies in their diagnostic performance,

we grouped images into semantic clusters defined using image embedding dis-

tances. Within image clusters, we then analyzed participants’ diagnostic accuracy.

Intuitively, image clusters serve as diagnostic performance evaluation axes, which

we used to compare and analyze error patterns. The use of image clusters is also

motivated by the lack of a common set of images diagnosed by every participant.

Clusters aggregate image information and allow comparisons between participants

who didn’t diagnose the same exact set of images.

In practice, we used the K-means algorithm [Llo82] to cluster all image embed-

dings into 100 clusters. The algorithm is iterative. It successively assigns each

embedding to the nearest cluster mean (centroid) and subsequently updates cluster

means until assignments no longer change. We performed 10 algorithm runs with

random assignment initialization, a maximum of 300 iterations and a convergence

tolerance of 10
−4
. The number of clusters is a trade-off between the number of

images in each cluster, i.e. the reliability of measures within clusters, and the

granularity of our analysis where too few clusters may ’over-smooth’ important

information. Choosing to form 100 clusters assigned around 80 images per cluster

in average.

To summarize the overall method, we extracted deep learning image em-

beddings to identify groups of similar images useful to analyze human diagnostic

idiosyncrasies. As stated previously, image clusters were obtained independently

of how well human participants diagnosed images.

2.4 Evaluation metrics

The gold standard diagnostic test is used as ground truth, with melanoma diagnoses

defined as positive instances and nevus diagnoses as negative instances. Table 2.1

defines the evaluation metrics used in our study.
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Metric Definition

Accuracy

𝑇𝑃 +𝑇𝑁
𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

Sensitivity, hit rate (H)

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

Specificity

𝑇𝑁

𝑇𝑁 + 𝐹𝑃

False alarm rate (F)

𝐹𝑃

𝑇𝑁 + 𝐹𝑃

Table 2.1: Evaluation metric formulas, where TP = True positive; FP = False positive; TN =

True negative; FN = False negative.

Building on the hit rate H and the false alarm rate F defined in Table 2.1, we

made use of two additional measures relevant to the field of clinical assessment:

the discriminability index d’ and decision criterion C [MC04].

𝑑′ = 𝑧 (𝐻 ) − 𝑧 (𝐹 )

𝐶 = −𝑧 (𝐻 ) + 𝑍 (𝐹 )
2

Both d’ and C are defined in terms of z, the inverse of the cumulative Gaussian

distribution. In simple terms, the z-score of a proportion measures how far above

the mean the data point is in standard deviation units. Thus, a proportion of .5

(equal to the mean) is converted into a z-score of 0, larger proportions into positive

z-scores, and smaller proportions into negative ones.

Intuitively, d’ increases when the hit rate H increases and decreases when the

false alarm rate F increases, giving each equal weight. When observers cannot

discriminate at all, H = F and 𝑑′ = 0. As long as 𝐻 ≥ 𝐹 , d’ must be greater than or

equal to 0. However, perfect accuracy implies an infinite d’, it is therefore common

to apply ceilings to H and F: when 𝐻 = .99 and 𝐹 = .01, 𝑑′ = 4.65 [MC04].

While d’ stays constant if 𝑧 (𝐻 ) and 𝑧 (𝐹 ) shift up or down equally, this change

is measured by the decision criterion C, the midpoint between 𝑧 (𝐻 ) and 𝑧 (𝐹 ). An
increase in 𝑧 (𝐻 ) and 𝑧 (𝐹 ) (higher hit rate and false alarm rate) reflects a lower,
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Chapter 2 Methods

Figure 2.3: (A) Schema of the discrimination index d’ and decision criterion C with respect

to the Hit rate and the False Alarm rate. The left and right curves represent the correct

rejection rate and hit rate probability densities respectively. (B) A particular value of d’

can also be represented as a receiver-operator curve (ROC) where the (hit rate, false alarm)

pairs yield a constant d’, so-called iso-sensitive curves.

more relaxed criterion for a positive diagnosis;𝐶 < 0. If the observer uses a stricter

criterion (lower H and F) then 𝐶 > 0. When 𝐶 = 0 the observer is said to be

unbiased. Fig. 2.3 illustrates the relationship between discrimination index and

decision criterion.

Finally, we measured clusters’ standard deviation of participants’ accuracy as a

proxy for diagnostic "ambiguity". While some image clusters can be uniformly easy

(high accuracy) or hard to diagnose (low accuracy), others may show a wide range

of diagnostic accuracy (high standard deviation of accuracy), for example with

some high performing participants while others showing low diagnostic accuracy

(especially accuracy lower than the random accuracy being approximately 0.5). As

discussed in following sections, participant’s individual biases may be interesting

to analyze in the context of such contentious clusters.

2.5 Preprocessing

We first filtered out diagnoses with negative response times as well as diagnoses

without an associated gold standard test (1055 diagnoses). Given that response times

spanned up to multiple hours, we identified outlier data points using interquartile

range, defined as 𝐼𝑄𝑅 = 𝑄3 − 𝑄1, for its robustness to extreme values [Dod08;
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Wan+14]. 𝑄1 is the 25th percentile of the response times, and𝑄3 the 75th percentile.

Outliers were identified as diagnoses with response time lower than 𝑄1 − 1.5 ∗ 𝐼𝑄𝑅
or higher than 𝑄3 + 1.5 ∗ 𝐼𝑄𝑅, removing 76, 051 diagnoses.

To estimate image cluster standard deviations and participants’ expertise, we

randomly sampled and set aside 25% of each participant’s diagnoses. With the

remaining 75% data, we filtered out participants without at least 2 trials in each of

the image clusters. In other words, we only used diagnoses of participants with at

least 2 diagnoses in each of the 100 clusters. The preprocessing left 81 participants

and 333, 600 diagnoses remaining for analysis. The first subset of diagnoses was

solely used to estimate participants’ diagnostic performance (accuracy) and cluster’s

ambiguity, or ’contentiousness’ (standard deviation of accuracy) while the second

larger subset was leveraged during the diagnosis analysis, thus preventing potential

circularity in our study.

2.6 Experiment 1
To quantify individual differences, we compared a participant’s internal consistency

with the general participant agreement. Participants show idiosyncratic biases

if their diagnostic errors are significantly more correlated with themselves than

overall participant errors. That is, a participant exhibiting idiosyncratic biases make

systematic mistakes, which are characteristic to herself.

The main idea underlying diagnostic pattern analysis consists in computing

a participant’s diagnostic accuracy (and other metrics) within each of the 100

image clusters, resulting in what we call a "fingerprint": 100 diagnostic measures

characterizing each participant. For example, one participant may excel in clusters

where others show poorer performance, and vice versa. Given that clusters rely on

deep learning embeddings, we expected diagnostic patterns to arise across different

image groups.

Before any finer analysis, we wanted to assess whether participants showed

any individual biases at all. We conjectured that participants would show higher

self-consistency than general agreement. In statistical terms, we tested whether

participants’ average within-subject correlation was significantly greater than the

between-subject correlation.

Internal participant consistency was measured through split-half within-subject

correlation of diagnostic accuracy [HT15; Str03]. For each participant, we split

cluster’s diagnoses in halves, resulting in two 100-value fingerprints per participant.

By measuring the correlation between the two fingerprints, we obtained a within-

subject correlation. Note that we split participant’s data at the cluster level, such
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that each half contains approximately the same number of diagnoses per cluster.

Splitting data without considering clusters could result in halves containing empty

clusters or highly uneven distribution of diagnoses across clusters between two

halves. The split-half procedure is illustrated in Fig. 2.4.

In practice, we used a non-parametric bootstrap method to estimate split-half

correlations [ET94] where we split halves randomly at each iteration. We measured

the Pearson’s r correlation coefficient between the two halves. We repeated this

procedure 1, 000 times and averaged the correlation values across all participants

using Fisher’s z transformation [SD87] (different from the z-score previously men-

tioned) to estimate the mean within-subject correlations and 95% bootstrapped

confidence intervals.

Between-subject consistency, i.e., inter-participant agreement, was calculated

similarly. After splitting every participant’s data into two random halves, we

correlated halves from different participants. At each iteration, 200 random pairs of

participants were sampled, and the pairwise correlations were averaged to estimate

the between-subject consistency. By repeating the procedure 1, 000 times, we

obtained the mean between-subject correlations and 95% bootstrapped confidence

intervals.

Next, we estimated the expected chance-level within- and between-subject corre-

lations by calculating permuted null distributions. The idea behind a permutation

test is to measure the likelihood of achieving the same results by chance, in this

case a certain correlation. By counting the number of times we obtained similar

correlation levels via random permutation of data, we estimated the significance of

our results. [Dwa57; EO07]

At each iteration, and for each participant’s clusters, we again split the diagnoses

into two halves, as we did in the bootstrap procedure. We then randomly shuffled

the accuracy values across clusters. The resulting correlations from individual

participants (within-subject) or different pairs of participants (between-subject)

were averaged to get the permuted within-subject or between-subject correlations

respectively. This permutation procedure was repeated 1, 000 times to estimate

permuted null distributions for within-subject and between-subject consistency.

The mean empirical bootstrapped correlations were then compared to their cor-

responding permuted null distributions to estimate the statistical significance of

the mean bootstrapped within and between-subject correlations. Schematically,

permuted correlations are obtained by simply shuffling each accuracy vector in Fig.

2.4 before computing within and between-subject correlations.
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Experiment 1 Section 2.7

Figure 2.4: Split-half correlation computations. For a given participant, we group her

diagnoses into the associated image clusters (6 clusters in this schema). For each cluster,

we split the participant’s diagnoses in half and computed the cluster accuracy for each

half. This process is applied to every participant, resulting in two fingerprint vectors per

participant. By averaging the correlations of each participant’s own two halves, we obtained

an average within-subject correlation. Correlating halves of different participants yields an

average between-subject correlation. At each bootstrap iteration, we randomly split-half

participants’ data and estimate new average within and between-subject correlations.
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2.7 Experiment 2

To better grasp the intricacies of idiosyncratic biases, we investigated individual

differences as a function of expertise. As a measure of participant expertise, we

estimated their diagnostic accuracy using a random sample of each participant’s

response diagnoses, as described in Section 2.5. Participants were then split into two

halves, a "high-performance group" and a "low-performance group". We proceeded

with an analysis similar to Experiment 1. For each performance group, we estimated

the within-subject and between-subject correlations within the group. Thus, only

subjects of the corresponding group were used to compute the group within-subject

and between-subject correlations.

In doing so, we tested whether performance groups showed significant idiosyn-

cratic biases and we investigated potential differences in effect magnitude, assessing

whether one performance group would show significantly different within-subject

or between-subject correlations than the other.

2.8 Experiment 3

Finally, we studied how group idiosyncratic patterns were impacted by image

ambiguity. In particular, because a large number of clusters were almost perfectly

classified, we were interested in assessing how idiosyncratic biases varied between

the groups when inter-participant agreement decreased. To measure disagreement,

we identified contentious clusters via the standard deviation of participant accuracy,

looking for clusters in which participants showed a wide range of accuracy.

Alternative measures seemingly intuitive, such as low accuracy or high diversity

of diagnoses, do not measure disagreement altogether. Indeed, while clusters with

lower accuracy can present more disagreement, participants may still unanimously

agree with each other while being mistaken. Similarly, measuring the diversity of

answers (diagnoses) within clusters does not measure disagreement when clusters

contain both benign and malignant images, in which case a diversity of diagnoses

is expected. In opposition, a high standard deviation of accuracy entails an extent

of disagreement necessary for some diversity of accuracy, while a low standard

deviation of accuracy entails a narrow range of accuracy, whether participants are

right or wrong. For the sake of simplicity, we will refer to the standard deviation of

diagnostic accuracy as "participant disagreement".

Analyzing contentious images was motivated by multiple research questions.

How is the internal consistency of participants affected by image ambiguity? Will
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the effect differ between low-performers and high-performers? Will there be any

group trend as we analyze more and more contentious images?

We conducted the same split-half correlation analysis within each performance

group over successive subsets of clusters. Clusters were subsampled based on

participant disagreement. We started with all 100 clusters and successively removed

clusters with the lowest disagreement by using a lower bound threshold, which we

call "disagreement threshold". In other words, we only kept clusters with higher

disagreement levels than the threshold. The first batch of clusters filtered out were

the image clusters containing skin lesions that were perfectly diagnosed (i.e., easy

diagnoses for all observers) or misdiagnosed (in fact this doesn’t occur in our case),

and the last remaining clusters contained the contentious skin cancer images on

which diagnostic accuracy varied the most. We incremented the disagreement

threshold from the minimum standard deviation, 0.175 to the maximum 0.49 with

0.025 increments, resulting in 14 measures of idiosyncratic biases.

We tested whether each group presented idiosyncratic biases over the different

subsets, and subsequently compared the magnitude of the effect between the two

groups. The p-values were adjusted with Bonferroni correction.
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3 Results

3.1 Image embeddings
Fig. 3.1A shows skin lesion image samples along with the corresponding embed-

dings, color-coded by malignancy. Each dot in the figure represents a skin lesion

image, and their relative location are defined by the embedding extraction and

dimensionality reduction processes. Given that the deep learning model has been

trained to classify malignancy and reaches an almost perfect accuracy [HLL20], it is

not surprising that benign and malignant images embeddings are easily separable.

This is one aspect of semantic similarity captured by these embeddings, they seem

to be spatially located according to their image malignancy.

Fig. 3.1B shows the 100 clusters formed by the image embeddings via the K-

Means clustering algorithm. Each cluster contains 78 skin lesion images in average.

Participants’ skin lesion diagnostic performance metrics were evaluated within

these clusters. By grouping neighboring embeddings into clusters, we expected

images within one cluster to be semantically similar. One aspect of similarity seems

to be the malignancy of neighboring images, as illustrated in Fig. 3.1A.

Figure 3.1: (A) Skin lesion samples and their corresponding embeddings. Each dot repre-

sents one of the 7,818 skin lesion images. The position of each dot is defined by the internal

image representation of the computer vision model. We can see that embeddings of benign

and malignant images can be spatially separated. (B) The 100 image clusters, represented

with different colors. Due to the large number of clusters, some colors occur multiple times.
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Figure 3.2: (A) Diagnostic test accuracy per cluster across all participants. While dots

represent skin lesion images, metrics are color-coded by cluster, i.e., every image dot within

a cluster is color-coded according to the cluster accuracy. (B) Standard deviation of accuracy
per cluster across all participants. Visually, diagnostic accuracy and standard deviation

seem to complement each other. This is not unexpected, for a high overall accuracy requires

a lower standard deviation of participant accuracy due to a ceiling effect.

Leveraging image clusters, we can now analyze diagnostic performance patterns.

Fig. 3.2 depicts average participant diagnostic accuracy per cluster and their stan-

dard deviation. Another facet of semantic similarity seems to arise from the image

clusters. Three main groups of embeddings (dots) appear in the 2D space, aligned

over the x-axis. While the right-most group may be linked to malignant images, the

left and middle groups both contain mostly benign images. As shown in Fig. 3.2A

and B, they can be associated with different range of accuracy and standard devia-

tions. The left-most group of images seems to contain clusters in which participants

show a high accuracy and low standard deviation, while the central group of image

contains lower accuracy and higher standard deviation clusters. An observation

highlighted when reminded that embeddings are created independently of human

performance: it appears that deep learning embeddings also encompass a measure

of human diagnostic difficulty and ambiguity. Indeed, while considering the left

and central groups only, the embeddings’ x coordinate is highly correlated with

accuracy and standard deviation; negatively in the former case (Pearson’s 𝑟 = −0.84,
𝑝 < 0.001), positively in the latter case (Pearson’s 𝑟 = 0.91, 𝑝 < 0.001). Furthermore,

the means of accuracy and standard deviation are significantly different between

the two groups (t-test, 𝑝 < 0.001 for both accuracy and standard deviation).

To better visualize individual differences, we compared participants’ diagnostic

accuracy to the average of each cluster. More precisely, within each cluster, we

computed the difference between one participant’s performance and the average of
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all participants. Fig. 3.3 illustrates the accuracy of 5 participants relative to cluster

averages. We can clearly see various patterns across clusters between participants.

Visually, idiosyncratic biases are denoted by different color distributions between

participants, one participant may be particularly good at diagnosing some lesions

where another would make more mistakes and vice versa. One objective of our

study was to assess whether these patterns of differences were consistent and

idiosyncratic enough to be significant. In addition to noticeable deviations from

the group performance, and unique patterns between individual observers, it is

also clear that there are notably many individual differences in the central group of

images, where standard deviation values are high (Fig. 3.2B).

In the Appendix 5, Fig. 5.6 shows individual differences of 30 participants for a

broader comparison. Additional performance metrics, such as sensitivity, specificity,

d’, and the criterion are depicted in Fig. 5.2, 5.3, 5.4, and 5.5 along with the average

of each metric across all participants in Fig. 5.1.

Figure 3.3: Relative diagnostic accuracy per cluster for 5 participants. Each dot represents

a skin lesion image. Color coding illustrates participants’ diagnostic accuracy compared to

the mean performance of all participants within each cluster. Thus, colors highlight where

participants diverge from the group average, which is represented in Fig. 3.2A.
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3.2 Experiment 1

To formally investigate the diagnostic individual differences, we compared the

within-subject correlation and between-subject correlation based on participants’

diagnostic accuracy within each image cluster. As represented in Fig. 3.4, we

obtained a significant within-participant correlation (orange bar; mean 𝑟 = 0.72,

permutation test, 𝑝 < 0.001) and between-participant correlation (blue bar; mean

𝑟 = 0.62, permutation test, 𝑝 < 0.001), rejecting the null hypotheses that the

correlation coefficients were a byproduct of chance only.

Importantly, the within-subject correlation was significantly higher than the

between-subject correlation (permutation test, 𝑝 < 0.001). This difference denotes

that the participants presented individual differences in diagnostic performance, be-

ing significantly more consistent in their errors with themselves (intra-participant)

than between each other (inter-participant). As we expected, this aligns with

previous findings on medical image perception tasks [Wan+22].

Figure 3.4: Individual differences analysis across all participants. Within-subject correla-

tion and between-subject correlation were averaged across all participants. The within-

subject correlation was significantly higher than the between-subject correlation, repre-

sented by the horizontal square bracket. Error bars represent the 95% bootstrapped confi-

dence intervals, and the horizontal black lines mark the 97.5% upper bounds of the permuted

null distributions for the within-subject and between-subject correlations. ***𝑝 < 0.001.
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3.3 Experiment 2

Secondly, we analyzed individual differences as a function of expertise. To measure

participant expertise, we randomly sampled a fifth of each participant’s response

diagnoses to estimate their individual diagnostic accuracy. Participants were then

split into two halves, a "high-performance group" and a "low-performance group",

each composed of 40 participants. The low-performers showed an average accuracy

of 0.74 while the high-performers reached 0.81, the average cluster accuracy of the

two groups being significantly different (t-test, 𝑝 < 0.01).

We conducted the same individual differences analysis as performed in Experi-

ment 1 (Fig. 3.5) for each expertise group and found that similar results also hold

for both groups, represented in Fig. 3.5A (Fig. 3.5B will be discussed in the fol-

lowing section). For both low- and high-performance groups, within-participant

and between-participant correlations were significant (Fig. 3.5A, permutation tests,

𝑝 < 0.001). Moreover, the within-subject correlation was significantly higher than

the between-subject correlation for each group (permutation tests, 𝑝 < 0.001).

Thus, not only low-performers but also high-performers exhibited idiosyncratic

biases in diagnostic accuracy. Nonetheless, the high performance group showed

both higher self-consistency and group agreement than the low performance group

(permutation tests, 𝑝 < 0.001). In other terms, despite higher performance and

consistency, experts still displayed significant diagnostic idiosyncratic biases.

At this point, our analysis was limited by a ceiling effect. Numerous clusters

were virtually perfectly classified by participants (see Fig. 3.2A), thus confining

the magnitude of potential individual differences (an equivalent flooring effect

may have arisen were some clusters systematically misclassified). Indeed, if all

participants agree, there is less room to compare potential biases between groups.

Accordingly, we subsequently focused on images causing more disagreement by

incorporating a third variable: diversity of diagnostic performance.

3.4 Experiment 3

We conjectured that individual differences would increase in clusters showing

higher participant disagreement. Moreover, we wondered whether high performers

and low performers would exhibit similar individual differences in such context.

Accordingly, we conducted idiosyncrasy analyses over different subsets of image

clusters according to their range of diagnostic performance. The clusters were

subsampled based on their participant disagreement. Initially starting with all

100 clusters, we successively removed clusters with little disagreement by using
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Figure 3.5: (A) Within-subject and between-subject correlations of the low- and high-

performance groups. Correlation coefficients were significant (permutation tests, 𝑝 < 0.001),

visually represented by the distance between the error bars and their respective horizontal

black lines marking the 97.5% upper bounds of the permuted null distributions. For both

groups, within-subject correlations were also significantly higher than between-subject

correlations, denoting that both low and high performers exhibited idiosyncratic biases.

(B) Given a disagreement threshold, we filtered out image clusters with lower levels of

participant disagreement. Using the remaining clusters, we computed the within-subject

and between-subject correlations of each group. Here, we showed the 0th (A) and 100th (B)

percentiles, respectively the lowest and highest disagreement threshold used. *𝑝 < 0.05,

**𝑝 < 0.01, ***𝑝 < 0.001

a lower bound threshold. The first batch of clusters filtered out were the image

clusters containing skin lesions that were perfectly diagnosed (i.e., easy diagnoses

for all observers), and the last remaining clusters contained the most contentious

skin lesion images, with the widest range of participant accuracy, where some

participants performed well and others worse than random (accuracy lower than

0.5).

Fig. 3.5 showed the first and last cases of the 14 different disagreement thresh-

olds tested. Fig. 3.5A illustrates correlations using all 100 clusters, while Fig.

3.5B analyzes the most contentious image clusters with the highest disagreement

threshold. The in-between thresholds will be discussed with Fig. 3.6. Fig. 3.5B

illustrates that even over the most polarizing clusters, the within-participant and

between-participant correlations were significant (permutation tests, 𝑝 < 0.001),

and within-subject correlations were significantly higher than the between-subject

correlations (permutation tests, 𝑝 < 0.05). This confirms that despite some group-
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wide agreement, there were also significant individual differences (more consistency

in the within-observer errors than the between-observer errors). Interestingly,

when considering the most contentious clusters (Fig. 3.5B) we found that high-

performance participants had a significantly lower between-subject correlation

than the low-performance group (permutation test, 𝑝 < 0.01). That is, the high-

performers showed more disagreement than the low-performance group. This is

a potential sign of higher idiosyncratic biases in the high-performance group. In

contrast, for less ambiguous clusters (smaller thresholds), we found that the high-

performance group showed higher within-participant and between-participant

correlations than the low-performance group (permutation tests, 𝑝 < 0.001), thus

both higher self-consistency and group-agreement than low-performers.

In order to analyze the effects of increasing ambiguity, we measured the aver-

age difference between within-participant correlations and between-participant

correlations, which we call "idiosyncratic bias magnitude". Intuitively, a highly

positive idiosyncratic bias magnitude denotes that participants each make their own

systematic and individual mistakes, while a highly negative magnitude arises when

all participants make inconsistent (no self-consistency) yet similar mistakes (strong

group-agreement). We repeated this measure at different disagreement thresholds

(different cluster subsets) for both low- and high-performance groups. As a result,

we found that the high-performers’ idiosyncratic bias magnitude increased more

than for the low-performers as images became more contentious. In other words, as

the images got more ambiguous to diagnose, the high-performance group showed

stronger idiosyncratic biases than the low-performance group, showing less group

agreement and more idiosyncratic errors than the low-performers. Fig. 3.6 illus-

trates this effect. Fig. 3.6A and B explains how we computed the idiosyncratic bias

magnitude difference between the two groups, which is then plotted against the

increasing disagreement thresholds in 3.6C as the increasing blue line. Thus, the

blue line depicts the increasing difference of bias magnitude between the high-

performers and the low performers. In contrast, the pink line marks the permuted

null distributions. As the gap increases between the magnitude difference (blue line)

and the permuted values (pink line), the effect gets more and more significant. High

performing individuals therefore have more stable individual perceptual biases. For

the cluster subsets with a standard deviation (disagreement) higher than 0.375, we

found that the high-performance group showed a significantly higher idiosyncratic

bias magnitude than the low-performance group (Bonferroni-adjusted p-value

levels can be found in 3.6C). Additionally, we observed a statistically significant

positive correlation between the difference of idiosyncratic bias magnitudes and

the disagreement threshold (Pearson’s 𝑟 = 0.91, 𝑝 < 0.001), further highlighting an

association between expertise and higher idiosyncratic biases.
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Figure 3.6: Idiosyncratic bias magnitude difference between the two groups with respect

to cluster standard deviation thresholds (participant disagreement thresholds). Using

the remaining clusters, we computed the idiosyncratic bias magnitude difference. (A)
Given one subset of clusters (i.e. disagreement threshold) we measured the difference

between within-participant correlation and between-participant correlation (idiosyncratic

bias magnitude) for each group. (B)We then computed the difference of magnitude between

the two performance group. Note that (A) is the same figure as Fig. 3.5B with a different

y-axis range. (C) We repeated this procedure for increasing disagreement thresholds. The

bootstrapped idiosyncratic bias magnitude and the permutation test values are represented

by the dark blue line and the pink line respectively. The yellow columns represent the

percentage of remaining image clusters after apply thresholds. Star markers denote where

the permutation test is statistically significant, i.e. when the difference between the blue line

and pink line is significant. Asterisks represent Bonferroni-adjusted p-value significance

with *𝑝 < 0.05 and ***𝑝 < 0.001.
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In this study, we used a large dataset of teledermatology records to isolate and

identify the presence of individual observer-specific biases in the perception of skin

lesions. Our results demonstrated that, counterintuitively, expertise is associated

with increased idiosyncrasy within individual observers. Rather than becoming

more alike and homogeneous, experts tend to have more unique patterns of percep-

tual bias. The results confirm the importance of expertise, but, more importantly,

they reveal the growing importance of individual differences with expertise. The

results have important implications for individualized training, paired-reader per-

formance and optimization, bias-mitigation strategies, and the use of computer

vision in assessing clinician performance.

To identify and measure individual differences in observer performance, we har-

nessed a computer vision model in conjunction with 758, 139 skin cancer diagnostic

judgements collected from 1, 173 medical trainees. The computer vision model

sorted images into nearby clusters based on semantic or content-based similarity,

an essential step enabling us to analyze diagnostic performance on a fine granu-

larity. By comparing the high-performers to the low-performers, we found that

expertise remains associated with idiosyncratic biases, and medical trainees with

better expertise tend to demonstrate more idiosyncratic biases. A counter-intuitive

finding, as one may easily assume that biases would decrease with the growing

expertise from extensive training and experience. Thus, combining computer vision

(establishing skin lesion semantic categories) with behavioral (human diagnostic

performance) approaches can lead to novel insights otherwise beyond reach of

either individual approaches.

Our results may raise a number of questions that we address in the following

discussion. First, it might be argued that stronger idiosyncratic biases exhibited by

experts could simply result from the high-performance group being more attentive

to the task or lapsing less frequently. By comparing participant reaction times,

we found that the time taken to submit diagnoses between the two groups was

comparable and not significantly different (t-test, 𝑝 > 0.05). Hence, it is unlikely

that the stronger individual differences within the high-performers simply arose

due to difference of attentiveness. Furthermore, while higher levels of attention

could account for the higher within- and between-correlations of high-performers
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in some settings (Fig 3.5A), it may not explain altogether the increased difference

of self-consistency and group-agreement displayed by experts.

One might be concerned about the internal consistency of these idiosyncratic

biases, that these biases are not systematic. Using the split-half Pearson’s correlation,

participants had a significant internal reliability of 0.68 (permutation test, 𝑝 <

0.001). When measuring the internal reliability of each group, we found that high-

performers reached a correlation coefficient of 0.77 (permutation test, 𝑝 < 0.001) and

the low-performers 0.58 (permutation test, 𝑝 < 0.001). Furthermore, we measured a

Cronbach’s alpha of 0.95, underscoring the high internal consistency of participants’

answers.

Leveraging that images were sometimes diagnosed multiple times by one partici-

pant, we evaluated participants’ test-retest reliability. That is, whether participants

answer similar diagnoses when assessing the same image at different times? Via

Pearson’s correlations, we found that participants showed significant reliability

(permutation tests, 𝑝 < 0.001), with 𝑟 coefficients of 0.44 for all participants, 0.46

when considering only the high-performance group, and 0.40 for low-performers.

Onemayworry that the skin lesion images included in the experiment encompass

only two types of lesions, nevus (benign) and melanoma (malignant), which do

not adequately represent the full range of skin lesions. Additionally, among the

images presented to participants, a balanced distribution was observed between

benign lesions (57.3%) and malignant lesions(42.7%) which contrasts with the true

prevalence of melanoma, being much rarer than benign lesions in actual skin cancer

screenings. Although the skin lesion types and their prevalence within the dataset

deviate from real-world scenarios, the skin lesion images were directly extracted

from real diagnostic records, and they include a diverse array of lesions, textures,

and collection methods, spanning multiple subtypes of skin lesions. Thus, the

size and scope of the dataset is a strength, offering a means to capture the biases

that medical professionals exhibit in their day-to-day diagnostic practice. Future

studies can expand the lesion categories and investigate the effect of more lesion

types in typical skin cancer diagnostic scenarios. Whether disease prevalence may

influence individual differences is another interesting question to investigate in

future studies.

All the diagnostic data in this study were collected online because our goal

was to investigate remote store-and-forward teledermatology. Whether in-person

dermatologists might exhibit the same sorts of idiosyncratic biases as a function

of expertise remains unclear and should be investigated in future work. With

the increasing prominence and adoption of teledermatology, our findings hold

significant value in understanding the relationship between bias and expertise

in remote medicine. However, we acknowledge that the results here should be
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extrapolated to in-person settings because telemedicine is not directly comparable

to in-person diagnosis. For example, in the clinic, dermatologists have access to

much more information, including tactile cues, larger field of view, and a variety of

other sources of information

Another question that might arise is whether time pressure or constraints may

have imposed a burden on observers that led to the biases. This is not a likely

explanation because when performing the diagnostic task, there was no restriction

on the responding time and participants had unlimited time to submit a diagnosis.

As such, it is unlikely that individual biases stemmed from time pressure or the

need to balance speed and accuracy. Additionally, the stimuli employed in this

study consisted of 2D skin cancer images, and it remains uncertain whether the

observed effects would hold true for 3D volumetric data. Nevertheless, considering

that these individual biases are linked to our visual perception system, it is plausible

that comparable outcomes could be obtained in other medical image modalities

and imaging techniques. Furthermore, it is important to note that the lesions used

in this study are relatively small when viewed on devices, and are primarily located

within the fovea and perifovea regions of the retina. As a result, where participants

foveate (where they focus their gaze) is unlikely to contribute to the individual

biases observed in our study. Nonetheless, future works should explore whether

the foveation pattern can contribute to individual biases.

Via visualizations, we explicitly showed how individuals displayed distinct diag-

nostic "fingerprints". These idiosyncratic fingerprints in medical image perception

can be a potential alternative explanation to the variations in medical image diag-

nosis, besides the visual sensitivity stemming from training or experience mostly

discussed in previous studies. Our findings also point towards a new direction for

improving clinician’ diagnostic performance based on medical image perception.

Unlike most other studies that focused on the potential benefit of reducing biases

to improve performance [DL17; Gam+23; Hai+06; HBJ11; Her+06; NGL16; VO85],

our study showed that the biases displayed by experts can instead distinguish them,

motivating the need to further study and possibly leverage individual biases. These

increased image-specific biases suggest that experts could have unique subjective

perceptions of medical images and their own perceptual statistics and cognitive

knowledge underlying higher diagnostic accuracy.

For example, individual bias characteristics may be used to identify personal

diagnostic weaknesses over different image categories and adjust clinicians’ training

accordingly. Another approach to harness individual biases and improve diagnostic

capacity may reside in pairing clinicians according to their individual biases. One

may expect that two clinicians with different idiosyncratic biases may discuss and

produce more accurate and educated diagnoses than two similarly-biased clinicians.
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In summary, we found that medical trainees have significant idiosyncratic biases

when diagnosis skin cancer via visual inspection, and higher diagnostic accuracy is

associated with higher idiosyncratic biases. Our study, together with more andmore

recent findings that cumulatively demonstrated various visual biases amongmedical

doctors or radiologists, should hopefully draw more attention to this intriguing

yet under-investigated research area with high potentials for understanding and

improving the diagnostic performance relying on medical image perception.
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5 Appendix

Figure 5.1: Cluster evaluation metrics averaged across all participants. Each dot represents

a skin lesion image. Colors encode diagnostic metrics evaluated at the cluster-level, when

considering all participants’ diagnoses.
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Figure 5.2: Diagnostic sensitivity per cluster for 5 participants compared to the cluster

average across all participants. Because we interested in individual differences, after

computing diagnostic metrics for one participant at the cluster-level, we compute the

difference between this participant and the average of all participants within each cluster.

Figure 5.3: Relative diagnostic specificity per cluster for 5 participants
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Figure 5.4: Relative diagnostic d’ per cluster for 5 participants

Figure 5.5: Relative diagnostic criterion per cluster for 5 participants
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Figure 5.6: Relative diagnostic accuracy per cluster for 30 participants. Each dot represents

a skin lesion image. Given that not all participants submitted a diagnosis for each image,

some fingerprints contain fewer images (dots) than others. The accuracy (color) is computed

at the cluster level.
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